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Abstract

Variable selection is an important problem of any modeling study,
involving the search for the simplest model that adequately describes
the data, which assumes a great importance in the context of mixture
models. However, the technological advances of the last decades have
led to the use of data of large dimensions and of great complexity. As
such, the classic variable selection methods become impracticable with
the increasing size of the data, being computationally too demanding
to be used in practice.

Therefore, in order to deal with the computational complexity, the
need to develop new methods for variable selection has emerged in
recent years. Among the new methods, methods based on penalizing
functions have received great attention. These methods, unlike the
classic methods, can be used in complex data problems since they
allow the identification of the subset of the most relevant explanatory
variables, by estimating the effect of the non-significant variables to be
zero and, consequently, removing them from the model, thus drastically
reducing the computational burden.

In this work we analyse the problem of variable selection in finite
mixture of linear mixed models in the presence of a large number of
explanatory variables. In order to do this, we compare the perfor-
mance of a penalized likelihood approach for variable selection via the
Expectation-Maximization (EM) and the Classification Expectation-
Maximization (CEM) algorithms through a simulation study and a
real data application.
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